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Given a trove of data, be able to choose when to
perform action A vs action B (at costs ¢4 Vs Cp)



Estimation

— Statistical model

Optimization Cost optimal

decision

4 {X(@),t =0}

[ . B

> If X(t) < ¢, then do PM.
If X(t) < 0, then do CM.

Backlight brightness

time

3 Overview T U / e
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Upon ftailure, it can be replaced with an as-good-as new 11d component at cost c,.

Before failure, the component can be preventively replaced at cost ¢, < C.

Data = Lifetimes
Age replacement policy

 RUL of component

4

%

T L time

6 Classical approach

Data = Condition
Condition replacement policy

_condition of asset
X(t) = 0.BM + CPP¢

Y

L time
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Condition prescriptive maintenance policy for a heterogeneous

population

Traditional condition replacement
policy
condition (0) 0

I

Known from
historical data

time

7 Surrogate model

Integrated condition replacement

policy
condition (0)

a

Updated
f’l parameter prior I ii

p(6]x) « L(x|0)p(6)

I Observed data I
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Condition maintenance policy: continuous time

{X(t):= a + ft + oe(t), t = 0} denotes the condition, with &(t) a standard Brownian motion
Failure is defined as the first passage time of X (t) to &
Preventive replacement cost = cp = ¢ < ¢, = ¢+ z = Corrective replacement cost

Question:
What is the optimal preventive maintenance (replacement) policy?
§—X(® : : : : -
S Optimal policy (no information): T
. . [E[costin Lg A T]
§f—a T = arg min; = ©

IE[LE AT]
Optimal policy (full information @ dt — 0%): 0*

e Optimal policy (full information @ dt > 0) ?

O+ ——

8 Surrogate model: Condition model
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Condition prescriptive policy: discrete time

{X(t,):= a+ Bt,, + oe(t,),n = 0} denotes the condition, with t,, — t,_; = A
Failure is defined as the first passage time of X(t;,) to &
Preventive replacement cost = cp = ¢ < ¢, = ¢+ z = Corrective replacement cost

Question:

What is the optimal preventive maintenance (replacement) policy?

§—X(®)

T time

Optimal Policy Theorem [K, Serra 20187: if ¢ < (¢ + z)e™" 4, then there
exists an optimal stationary policy T.

V;: = total expected discounted cost for the infinite horizon problem
Ve = Ele™"](c + Vo) + E[e Ny <o)
Ele~""]c + Ele " lis_x(1)s0 )2

= =
& 1— E[e—"k]
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Condition prescriptive policy: discrete time

{X(t,):= a+ Bt,, + oe(t,),n = 0} denotes the condition, with t,, — t,_; = A
Failure is defined as the first passage time of X(t;,) to &
Preventive replacement cost = cp = ¢ < ¢, = ¢+ z = Corrective replacement cost

Question:
What is the optimal preventive maintenance (replacement) policy?

—x
gl Optimal Policy Theorem [K, Serra 20187: if ¢ < (¢ + z)e™" 4, then there

exists an optimal stationary policy T.

V;: = total expected discounted cost for the infinite horizon problem

y v c+P[X(L,) =¢&]z
mr =
T tin}e ro0 E[L.]

lim 7 V; := long-run rate of cost
r—0
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Condition prescriptive policy: discrete time

{X(t,):= a+ Bt,, + oe(t,),n = 0} denotes the condition, with t,, — t,_; = A
Failure is defined as the first passage time of X(t;,) to &
Preventive replacement cost = cp = ¢ < ¢, = ¢+ z = Corrective replacement cost
Question:
What is the optimal preventive maintenance (replacement) policy?

—x
gl Optimal Policy Theorem [K, Serra 20187: if ¢ < (¢ + z)e™" 2, then there

exists an optimal stationary policy T.

First order approximation: T = A

Second order approximation: T = A + {. ,0 VA
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Bayesian condition replacement policy

{X(t,):= a+ Bt,, + oe(t,),n = 0} denotes the condition, with t,, — t,,_; = A, &, f~Normal prior
Failure is defined as the first passage time of X (t) to &
Preventive replacement cost = cp = ¢ < ¢, = ¢+ z = Corrective replacement cost

Question:
What is the optimal preventive maintenance (replacement) policy?

Objective: determine the (cost) optimal preventive maintenance policy

V(€ —x,mayBr) =V(E —x,n)
Approach: Bellman equations

Results: optimal policy = update-dependent control limit policy

c,+e TAE[V(E —a, — ,0 —oes,n+1)], ifé —x <0

VE =5 = minc, + 67 AEIV(E ~ @y — Bu6 ~ 05,0, n+ D], e SEIV(E ~x — B,6 — 055, n + D}, if§ —x > 0

12 Surrogate model: Bayes condition model TU/ e



Bayesian condition replacement policy

Design matrix
1 T;
X,=T,0+¢,T, = .

a
:],0 = [ﬂ],sn~1v(o,zn)
1 T,
Ty =0Ty = (T + O)lix, <c,y + 0lix, 503
Posterior distribution
(e, B|Ly, -, Ly) = Normal((I; + T'n Z; T,) 1T Z5t Ty, (I + T 251 T)7Y)

Note that

E||9, — 6| < = + 12

o
n n2

(root-n consistent estimator)
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Bayesian condition replacement policy

In the model with known parameters, second order approximation

T~ [A+ (C‘Za\/z

So we create a regret function that converges to the second order approximation
C(T X, an, Br) = Cljocg—xppgo<—xy T+ Do o 38+ Qe+ 2)(026-x,,0,728-x0)

We compute the 7 that minimizes the conditional expectation E[€(7; x,,, &y, B,)]. That produces a
sequence of T’s, say {Tp,}.

Theorem [K, Serra 20187:

rn=ﬁnA+c1>-1(c1><f_“n_ﬁnA U\/A_)—C/HZ)m/A_

14 Surrogate model: Bayes condition model TU/ e
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Cost savings in comparison to the oracle

Bayes cost gap < Naive 0 updating cost gap < Historical 0 cost gap

“Many small jumps” “Few large jumps”

condition (0) condition ()

T T T T time
16  Surrogate model TU/ e



My goal: Given a trove of data, be able to choose when to
perform action A vs action B (at costs ¢4 Vs Cp)
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